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a) What is a time series?

In mathematics, a time series is a series of  data points indexed (or listed or graphed) in time order. 

Most commonly, a time series is a sequence taken at successive equally spaced points in time. Thus 

it is a sequence of  discrete-time data. [WIKI]

Stock Topic popularity trend



a.1) Time series vs static data

Formulate a sample of  time series 𝐗 in math or computing :

Timestamp 𝑡1 𝑡2 𝑡3 …

Feature 1 𝑋11 𝑋12 𝑋13

Feature 2 𝑋21 𝑋22 𝑋23

…

Feature n 𝑋𝑛1 𝑋𝑛2 𝑋33

Spatial

Temporal

Static

Dynamic
position, shape, size, etc. frequency, periodicity, stability, 

trend, etc.



a.1) Time series vs static data



b) What is a foundational model?

Introduce foundational model

Scaling law: Exploring the ceiling of  data-driven learning

How to improve the performance of  data-driven learning? Data and Model Expressivity 



c) Can we transform a pre-trained LLM for handling 
time series?

Key Idea: Training a time-series small model by exploiting pre-trained LLM

[Draft 2024]

 Observation 1  Observation 2: CLIP



[Draft 2024]
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c.1) Our method



Implementations
• modify a github template as Template

• employ K-complexity or entropy as Alignment

• 𝛼 and 𝛽 are two re-weighted vectors, here we implement they using a MLP network

• iteratively optimize the parameters of  𝐖,𝛼, 𝛽

• Short-term forecasting

• Long-term forecasting

• Imputation

• Classification

• Anomaly detection

c.1) Our method



d) Why do we need to train foundational models 
for time series from scratch?

The limitations of  pre-trained LLMs when handling time series:

The attention module can fit the cosine curves in the 

training phase, but FAIL to predict in the testing phase.

The combination of Thm 0.2 and Thm 0.3

shows that the task of  deciding whether 

approximation of  a given pattern is possible 

or not is NP-hard for a fixed 𝑑 > 1.



d.1) The expressivity of  data-driven models

There is a theoretical paradigm of  data-driven learning, that is, 

the PAC (Probably Approximately Correct),

presented by Leslie Valiant [1984, Turing Award 2021]

where ℎ denotes a function expressed by a machine learning model, neural network, 

or foundational model, 𝐸 is the error, and 𝜖, 𝛿 ∈ [0,1].

Only using data, the error of  learning models always 

ALWAYS exist or CANNOT vanish.  



d.1) The expressivity of  data-driven models

In-depth, the error is caused by the gap between data and distribution, including 

① the approximation gap between data and distribution, data noise, and distribution changing

② the expressive gap between ground-truth concept and the learning model

③ the error caused by optimization algorithms

Three examples with picture
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a) Open source of  time series

Introduction to the collection of  time series



b) Flowchart: Time-series VS sequential models

Introduction to the flowchart
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