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ACRN Introduction

ACRN™ is a flexible, open-source, lightweight hypervisor - 
intended to enable consolidation of heterogeneous workloads, 
and to streamline IoT edge development.

v A Linux Foundation Project
v Launched in March 2018
v Version 1.0 released in May 2019

License: BSD-3-Clause. The ACRN hypervisor and ACRN Device Model software are provided under 
the permissive BSD-3-Clause license, which allows “redistribution and use in source and binary forms, 
with or without modification” together with the intact copyright notice and disclaimers noted in the 
license.
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ACRN Architecture
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Since ACRN v3.0
ACRN 3.2

ACRN 3.0

• Enabling New Generation Intel® Processors
• Hypervisor-Managed Processor Performance Policy Controls
• New Debianization Solution for ACRN
• Service VM Upgraded to use Ubuntu 22.04

• Passthrough PMU (performance monitor unit) to user VM only in 
debug builds

• Added tarfile member sanitization to Python tarfile package 
extractall() calls

• Run executables with absolute paths in board inspector

• Refined shutdown & reset sequence
• Hypervisor Real Time Clock (RTC)

• Redesigned ACRN Configuration and more ACRN Configuration 
Improvements

• Improved Board Inspector Collection and Reporting
• Sample Application with Two Post-Launched VMs
• Multiple-Displays Support for VMs
• Improved TSC Frequency Reporting

• Mitigation for Return Stack Buffer Underflow security 
vulnerability

• ACRN shell commands added for real-time performance 
profiling
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Improvement of Board Inspector Collection and 
Reporting

Steps
• Set Up the Target Hardware

• Install OS on the Target Board

• Configure Target BIOS Settings

• Generate a Board Configuration File

Example output for generating board configuration file
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New ACRN Configurator
Generate Scenario Configuration File and Launch Script

ACRN Configurator
• Reads board information from the board 

configuration file generated by the Board 
Inspector Tool

• Helps you configure a scenario of hypervisor and 
VM settings

• Generates a scenario configuration file that stores 
the configured settings in XML format

• Generates a launch script for each post-launched 
User VM
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vCAT

ACRN vCAT exposes some 
number of virtual CAT 
resources to VMs and then 
transparently map them to 
the assigned physical CAT 
resources in the ACRN 
hypervisor; VM can take 
advantage of vCAT to 
prioritize and partition virtual 
cache ways for its own tasks.
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ACRN shell commands added for real-time 
performance profiling
VM Exit Profiling 
A VM exit marks the point at which a transition is made between the VM currently running and the 
VMM (hypervisor) which must exercise system control for a particular reason. It's a key source of 
performance degradation in a virtualized systems. We supported 2 ways of VM exit profiling in 
ACRN

• via acrntrace
• via VM Exit command in HV console

ACRN shell commands were added to sample vmexit data per virtual CPU to facilitate real-time 
performance profiling

• vmexit enable | disable : enabled by default
• vmexit clear : clears current vmexit buffer
• vmexit [vm_id] : outputs vmexit reason code and latency count information per vCPU for a 

VM ID (or for all VM IDs if none is specified).
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VMEXIT data profiling I
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VMEXIT data profiling II
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Introducing Intel® Hybrid Technology
Available today on select 12th Gen Intel® Core™ processors

Performance cores are optimized 
for low-latency single-threaded, 

compute-intensive workloads

P-cores provide heavy lifting power 
for single & limited threading 

performance

Efficient cores are optimized for 
multi-threaded, less compute-

intensive workloads

E-cores provide multi-threaded 
throughput  and power efficiency

P-cores E-cores

One Core,
Two Threads

One Core,
One Thread
X Watt4X Watt

Flexible Performance and Throughput

One Core,
One Thread
X Watt

One Core,
One Thread
X Watt

One Core,
One Thread
X Watt

Performance cores Efficient cores

12th Gen Intel® Core™ processor
codenamed “Alder Lake”
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Rely on OS scheduler 
to assign tasks to cores

OS Scheduler

Pin workloads to 
specific cores

Core Affinity

Automatic core 
assignment

for power efficiency

Power Throttling

Utilizing Intel® Hybrid Technology
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Workloads consolidation unites various 
OSes onto a single platform, reducing 
purpose-built hardware and infrastructure, 
increase compute asset utilization to 
achieve optimum cost.

AI inferencing with AVX2 enabled 
advantages on P-cores to provide high 
inferencing performance.

Windows based applications can be 
allocated based on compute intensity 
requirement. 

Industrial Workload Consolidation Use-Cases 

Real-time apps taking advantages of TCC-
enabled-CPU such as on ADL-S to 
provide optimized workloads 
performance.

ADL-S: 12th Gen Intel® Core™ processors
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Industrial Workload Consolidation 
scenario benchmarking with ACRN
§ P-cores allocation:

• SOS - 1 core
• Windows - 2 cores, 3D graphic workload will 

use iGPU acceleration
§ E-cores allocation:

• RTVM – 2 cores for Xenomai RTVM

Configuration

Hardware 12th Gen Intel(R) Core(TM) i9-12900E (8P + 8E)

BIOS Config
TCC mode on, Hyperthreading enable, Turbo On, SRIOV 
enabled

VM config WaaG  (P-cores)
1 RTVM (1 Xenomai)  (E-Cores)

Test Contents WaaG: Passmark
RTVM Xenomai: latency + stress-ng

WaaG Test selection
Passmark benchmark 

percents

CPU 50%

RAM 50%

2d Gfx 50%

Disk 50%

Sound 50%

Network 50%

ADL-S RTVM + WaaG Benchmark 




